Efficient simulation of three-dimensional anisotropic cardiac tissue using an adaptive mesh refinement method
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A recently developed space–time adaptive mesh refinement algorithm (AMRA) for simulating isotropic one- and two-dimensional excitable media is generalized to simulate three-dimensional anisotropic media. The accuracy and efficiency of the algorithm is investigated for anisotropic and inhomogeneous 2D and 3D domains using the Luo–Rudy 1 (LR1) and FitzHugh–Nagumo models. For a propagating wave in a 3D slab of tissue with LR1 membrane kinetics and rotational anisotropy comparable to that found in the human heart, factors of 50 and 30 are found, respectively, for the speedup and for the savings in memory compared to an algorithm using a uniform space–time mesh at the finest resolution of the AMRA method. For anisotropic 2D and 3D media, we find no reduction in accuracy compared to a uniform space–time mesh. These results suggest that the AMRA will be able to simulate the 3D electrical dynamics of canine ventricles quantitatively for 1 s using 32 1-GHz Alpha processors in approximately 9 h. © 2003 American Institute of Physics.
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Cardiac arrhythmias present a serious health problem, resulting in about 250 000 adult deaths annually in the United States alone. Ventricular fibrillation, an often lethal arrhythmia, develops when normally coordinated waves of electrical activation break apart into multiple smaller activations, initiating only localized contractions that cannot effectively pump blood. Understanding the mechanisms responsible for the initiation and evolution of cardiac arrhythmias is a challenging medical problem. Because computer simulations can provide clean and comprehensive data acquisition, reproducible results, and systematic searches of parameter space, they are an important tool for studying arrhythmias. However, simulations of cardiac tissue are computationally intensive because of the differences in temporal and spatial scales of the dynamics. One method already shown to increase the efficiency of simulations for isotropic 2D domains uses the different scales of cardiac dynamics to vary the spatial and temporal resolution of the solution grid automatically according to the local dynamics, resulting in less demanding computations. This paper analyzes the performance of an extension of the earlier adaptive mesh refinement algorithm (AMRA) to anisotropic and inhomogeneous domains in 2D and 3D. Using the AMRA, computational speedups and memory reductions of factors of 50 and 30, respectively, are obtained for 3D propagating wave solutions using the Luo–Rudy 1 model of membrane kinetics. With extensions to support more realistic geometries and parallelization using 32 1-GHz Alpha processors, we anticipate that the AMRA can be used to simulate more than 2 s of complex ventricular dynamics in realistic three-dimensional domains such as canine ventricles in under 1 day.

I. INTRODUCTION

Sudden cardiac death, mostly from ventricular fibrillation, is responsible for 250 000 deaths in the U.S. each year.1 Despite decades of research, the mechanisms responsible for inducing and sustaining fibrillation are not well understood. Experiments are difficult to conduct and data cannot be obtained easily. In the best case, electrical potential data can be gathered directly from arrays of points on the epicardial and endocardial surfaces and possibly from a few points in the midmyocardium adjacent to the edge of a tissue slab. Optical mapping using voltage-sensitive dyes can provide data at higher spatial resolutions than electrodes, but the voltages must be inferred from optical signals that reflect the dynamics of cells through a certain depth and still usually are obtained only from the epicardial surface, with dual epicardial–endocardial data being gathered only in a small number of experiments in extracted tissue.2 With data limited primarily to two dimensions, experiments so far have not elucidated the mechanisms responsible for the three-dimensional phenomenon3,4 of ventricular fibrillation. The roles of properties such as the heart’s size,5 geometry,6–8 electrical state, anisotropic fiber structure,9 and inhomogeneities10,11 have yet to be established.
Because of the experimental difficulties involved in studying the three-dimensional dynamics of the heart and the mathematical complexities of even the simplest cardiac models, simulations play a crucial role both in testing hypotheses and in identifying and understanding experimentally observed dynamics. However, quantitatively accurate simulations of an entire three-dimensional human heart are not yet feasible. The essential difficulty is that human heart muscle is a strongly excitable medium whose electrical dynamics involve narrow, rapidly varying fronts. The width of a front is about two orders of magnitude smaller than the long axis of a human-size right ventricle. Similarly, the fastest time scale in heart dynamics, associated with the rapid depolarization of the cell membrane, is about four orders of magnitude smaller than the time required to observe the establishment of a fibrillating state. As described elsewhere,\textsuperscript{12} a simulation of a whole heart for several seconds using a quantitatively accurate model and adequate spatial and temporal resolution may require about $10^{10}$ variables associated with the spatial mesh to be evolved over about $10^6$ time steps. A uniform mesh calculation of such magnitude exceeds currently existing computational resources and has not yet been carried out.

In this paper, we discuss new features of an adaptive mesh refinement algorithm (AMRA) introduced in a recent previous paper.\textsuperscript{12} There, we showed that the AMRA reduced by a factor of 5 the computation time and memory requirements of a two-dimensional calculation in a many-spiral state using the Luo–Rudy 1 (LR1) model.\textsuperscript{13} Here, we examine additional applications not included in the previous study. Specifically, we provide examples in two and three spatial dimensions and demonstrate that the AMRA is sufficiently general to include inhomogeneities and anisotropy easily and to treat them efficiently and accurately.

Previous efforts to improve the efficiency of cardiac simulations have followed three main approaches. The first is to use reduced mathematical models that reproduce some of the behavior observed in more complex models but with only a few coupled fields. One widely studied example is the two-variable FitzHugh–Nagumo model,\textsuperscript{14} which describes behavior of a general excitable medium and which can be modified to approximate some types of cardiac dynamics.\textsuperscript{8,15} A second example is a three-variable model developed by Fenton and Karma\textsuperscript{9} and designed to reproduce the restitution curves of more complex cardiac models. While these and other simplified models can reproduce many known features of cardiac electrical propagation, there may be some differences, such as electrotonic effects.\textsuperscript{16,17} In addition, modeling drug effects in reduced models with fewer ionic currents is not as straightforward. For these reasons, efficient algorithms for more quantitatively-based models are still desirable.

A second approach is to retain more complex models but to solve them more efficiently by improved numerical algorithms, such as time integration schemes that are fully or semi-implicit.\textsuperscript{9,18–21} Implicit methods avoid a bound on the time step determined by the spatial resolution that explicit schemes incur, and for this reason they permit larger time steps at higher spatial resolutions than explicit methods. Even using a semi-implicit method based on operator splitting,\textsuperscript{22} which treats only linear terms involving high-order spatial derivatives implicitly while continuing to treat other terms explicitly, can result in stability of time steps one to two orders of magnitude larger than those required for stability of a comparable explicit scheme. However, using larger time steps may lead to a decrease in solution accuracy\textsuperscript{23,24} and consequently to substantial errors in computed physical quantities. For instance, calculating conduction velocity in the LR1 model at the forward Euler (FE) stability limit gives less than 5% error compared to the velocity obtained by extrapolating linearly to a zero-size time step, while the error increases to 20% and to 50% when compared with a semi-implicit method using time steps 10 and 50 times larger than the FE stability limit, respectively. In addition, the cost of integrating a system of equations for one time step often is substantially higher for an implicit integration scheme compared to explicit schemes, so that implicit schemes also may be computationally inefficient if the overall number of time steps required is not reduced sufficiently.

The spatiotemporal structure of wave dynamics in excitable media suggests a third approach: adjusting the resolution of the calculation locally, dynamically, and automatically. Cardiac electrical dynamics are sparse in that the sharp fronts occupy only a small fraction of the tissue volume. By varying the spatiotemporal resolution to concentrate computational effort primarily along the areas with large spatial and temporal gradients, it is possible to reduce greatly the computational effort and memory required. Thus the algorithm will have complexity proportional to the area or volume of the wave fronts, rather than to the area (or volume in the 3D case) of the domain. For highly excitable media like cardiac tissue, this area or volume fraction generally is small, but it can be much larger for fibrillating states with many spiral or scroll waves.

Until recently, adaptivity for excitable media was implemented by varying either the spatial or temporal resolution, but not both, locally and dynamically. Previous studies\textsuperscript{19,20,25–27} have used time-adaptive strategies to vary the size of the time steps used in various regions of the domain depending on the local dynamics, but for a spatially uniform mesh. This technique allowed those areas in the domain without any propagating fronts to use larger time steps, while the spatial resolution remained constant over the entire domain. Moore\textsuperscript{21} used a different adaptive approach, in which the spatial resolution was varied, but the time steps did not vary locally with the spatial resolution. However, this method kept the global time step small as long as a front was present in the domain and generally could not yield computational savings as significant as the time-adaptive strategy. Both of these adaptive approaches have the advantages that they are largely model- and method-independent. We have recently shown that combining spatial and temporal adaptivity can yield further savings.\textsuperscript{12} Our space–time adaptive algorithm was based on a method developed by Berger and co-workers\textsuperscript{28–30} and used successfully for two- and three-dimensional simulations of hyperbolic systems of differential equations, such as the Euler equations of fluid dynamics. In fluid dynamics applications, regions of fine space–time reso-
tion automatically follow traveling shocks, while the rest of the domain uses a coarser spatial mesh and larger time steps. In cardiac applications, higher resolution areas align with propagating wavefronts of electrical activation.

The rest of this paper is organized as follows. Section II contains an overview of the computational models we use for our results, including both the quantitatively-based LR1 model for cardiac tissue and the FitzHugh–Nagumo model for general excitable media. Section III provides a brief review of the AMRA. In Sec. IV, we show how our algorithm correctly and accurately encloses sharp fronts for the Luo–Rudy 1 model with areas of fine spatial and temporal resolution, even in the presence of anisotropy and inhomogeneities. We also present results for 2D and 3D FitzHugh–Nagumo simulations with spiral and scroll waves and establish that there is no significant reduction in accuracy when using the AMRA compared to an algorithm that uses a spatially uniform mesh and constant time step at the finest space–time resolution of the AMRA. Furthermore, we analyze the AMRA’s efficiency and show that for a propagating wave in 3D using the LR1 model, the AMRA provides substantial savings of a factor of 50 in runtime and a factor of 30 in memory. Finally, in Sec. V, we use our results to estimate that a quantitatively accurate AMRA simulation of fibrillation in realistic cardiac anatomies for several seconds with an effective 125 μm resolution should already be practical with existing computers.

II. MODELS

We used two different models to investigate the accuracy and efficiency of the AMRA. Most of our results were obtained for the physiologically-based LR1 model, which can be written in the form

\[
C_m\partial_t V(t,x) = \frac{1}{\beta} (\nabla \cdot D(x) \nabla V) - I_{\text{ion}}(V,m,[Ca^{2+}]),
\]

\[
-I_{\text{stim}}(t,x),
\]

\[
\frac{dm}{dt} = f(V,m),
\]

\[
\frac{d[Ca^{2+}]}{dt} = g(V,m,[Ca^{2+}]),
\]

where \(V(t,x)\) is the membrane potential at time \(t\) and position \(x\). As in the LR1 model, \(D(x)\) is the conductivity tensor, with conductivities along and across fibers set to 1 and 0.2, respectively, a lower anisotropy ratio than we use for the LR1 but also within the range observed in cardiac tissue. The parameter \(\epsilon\) represents the ratio of recovery rate to excitation rate, the parameter \(\beta\) acts as a threshold, and the parameter \(\gamma\) is the slope of the \(v\)-nullcline, which determines whether the system has one stable equilibrium or one unstable and two stable equilibria. As with the LR1 model, Neumann boundary conditions were used. While this FHN model is not based on experimentally measured quantities, it can exhibit phenomena similar to what is found in more quantitatively-based models like LR1, such as rotating spiral waves in 2D and scroll waves in 3D.

We used the dimensionless FHN model to analyze trajectories of spiral wave tips and scroll wave filaments because the dynamics of spiral tips in this model have been well documented. A similar understanding of spiral tip dynamics for the LR1 model has not yet been realized due to the model’s much larger parameter space and often unstable spiral wave behavior. Model parameters in Eq. (4) are set as follows: \(\epsilon = 0.1\), \(\beta = 0.6\), and \(\gamma = 0.5\). In 2D and 3D, the conductivities along and across fibers are set to 1.0 and 0.2, respectively. In addition to aiding our accuracy analysis, use of the FHN model also demonstrates that our AMRA is not restricted to only one model.
III. SOME DETAILS OF THE ALGORITHM

Our algorithm is a straightforward extension of an AMRA that has been used by other researchers to integrate hyperbolic systems of conservation laws such as the Euler equations of fluid dynamics. Since the algorithm was developed in 1982, it has been successfully used for many applications, including combustion, porous media, compressible and incompressible magnetohydrodynamic flows, incompressible Navier–Stokes fluid flow, biofluid dynamics, cosmology, and excitable media. Since key mathematical and algorithmic details are available elsewhere, only some essential ingredients and our modifications to the original formulation are described here. In this section, we first give an overview of the adaptive mesh refinement strategy. Then, the time integration method is discussed. Finally, we describe briefly the use of a lookup table that further improves performance for the LR1 model.

A. Overview of the AMRA

The algorithm is founded on the use of Cartesian or logically box-shaped grids. Cartesian grids have the advantage of being substantially simpler to program than unstructured grids. Traditionally, unstructured grids have been able to accommodate boundaries with complex shapes more easily than Cartesian grids, although recent research has expanded the use of irregular boundaries within Cartesian grid structures. Using Cartesian grids allows the use of integration methods for rectangular grids whose convergence properties are well understood. The corresponding code can be parallelized more easily and efficiently by avoiding the costs associated with indirect memory referencing on unstructured grids.

The AMRA approximates a given continuous field such as the cardiac membrane potential \( V(t, x) \) on a set of nested locally-uniform patches of \( d \)-dimensional Cartesian meshes in a \( d \)-dimensional Cartesian box. Each grid patch is defined as a separate data structure, independent of other patches. Field values are represented as cell-centered quantities, as shown in Fig. 1(a) for a one-dimensional example. Grid points align from one level to the next, but because the grid spacing varies and the fields are cell-centered, the data points on different levels never align. The locations of grid points (filled circles) and data points (open squares) are shown in Fig. 1(a) for three levels of spatial resolution. When combined, these three grid levels give an effectively nonuniform grid, as shown in Fig. 1(b). On each patch, spatial derivatives in the dynamical equations at a given point are approximated by second-order-accurate cell-centered finite differences using neighboring points.

Associated with each level \( l \) are both a spatial resolution \( \Delta x_l \) and a time step \( \Delta t_l \). While multiple grid patches may exist at a given level of spatial resolution, the same time step is used for all of them to facilitate data synchronization. The spatial resolution \( \Delta x_l \) is an integer multiple \( r_l \) (often two) of the resolution \( \Delta x_{l+1} \) used for the next finer level, where level 1 has the coarsest resolution. Similarly, the time step \( \Delta t_l \) is an integer multiple \( r_t \) of the time step \( \Delta t_{l+1} \). For parabolic systems of equations such as models of cardiac electrical activity, the stability restrictions for explicit schemes are of the form \( \Delta t < c \Delta x^2 \), and so \( r_t \) generally should equal \( r_l^2 \). The ratio of \( \Delta t_l \) to \( \Delta x_l^2 \) for all levels is fixed, which allows the same explicit difference scheme to be stable on all grid patches and also allows larger time steps to be used in parts of the domain using coarser spatial resolution. In some cases it may be desirable to eliminate an intermediate level by setting the spatial resolution of one level equal to the resolution of the next finest level multiplied by \( r_l^2 \) instead of \( r_l \), with the time step similarly adjusted to keep \( \Delta t_l / \Delta x_l^2 \) constant on all levels of resolution.

The AMRA assumes that some explicit finite difference scheme (specified by the user) has been chosen to approximate both space and time derivatives. Each grid patch is defined separately and maintains its own solution vector, so that grid patches can be integrated independently of other patches, except for the determination of boundary data (discussed below). Integration of grids of different spatial resolutions proceeds from coarse to fine levels to ensure that internal boundary data for fine grids always can be interpolated from data already computed on coarser grids. Because the temporal resolution varies with the spatial resolution, more time steps are needed for finer patches, which leads to an asynchronous updating of data. Steps on different levels are interleaved, so that before advancing a level \( k \) grid patch to time \( t + \Delta t_k \), all coarser grid patches (level \( l \) grid patches with \( l < k \)) have been integrated to time \( t \). Data on all grid levels are synchronized only after one full time step on the coarsest grid level is completed. The same integration scheme is applied at every level. Because the integration method is contained in only one subroutine that is called whenever needed, the AMRA allows the flexibility of implementing different numerical methods and models as easily as a uniform mesh code.

Communication among grids occurs at two points in the AMRA integration algorithm. When a level \( l \) cell is overlaid by a finer grid level, the cell’s value at time \( t \) is replaced by the average of the fine grid values at level \( l + 1 \) that comprise the coarse cell once they are computed (four cells in 2D, or eight cells in 3D). This process ensures that the most accurate data available are used on all grid levels. The other procedure that requires communication among grid patches is the determination of internal (nonphysical) boundary values for fine grid patches. Nonphysical boundary
values are needed to provide the data necessary to use the finite difference stencil for all grid patches that have at least one edge not touching the physical boundary. These boundary data are either provided directly from neighboring grid patches at the same level (if available) or interpolated from neighboring grid patches at the next coarsest level. Integrating from coarse to fine levels ensures that internal boundary data for fine grids can always be interpolated from data already computed on coarser grids. Once the boundary data have been obtained, their values are stored with the finer grids to permit each grid patch to be integrated independently of the other patches and to allow for greater parallelization potential for future applications.

The power of the AMRA arises from its ability to refine or to coarsen the spatial representations of fields automatically and efficiently by varying the number of grid points locally. Grid patches with higher resolution in space and time are created when an estimate of the local truncation error on a coarser mesh exceeds a specified tolerance and are deleted when no longer required. The errors are estimated on each level every \( k_r \) time steps for some integer \( k_r \). Errors are estimated more often on finer grids because their time steps are smaller. However, errors are never estimated for grids at the finest level available, since the error in that region cannot be reduced by using a finer grid. We chose to regrid every two time steps, as we found that this value balanced the competing desires to minimize the computational expense of regridding and to keep grid patches closely aligned to wave fronts in order to avoid unnecessary refinement.

Error estimates of a field such as \( V(t,x,y) \) are calculated using Richardson extrapolation. On a given level of resolution, a time step is taken starting from the current time and the solution obtained is coarsened by a factor of 2. This coarsened solution then is compared with the solution obtained from a grid twice as coarse using a coarsened version of the previous solution value at the given level of resolution and a time step twice as large. When the difference in solutions exceeds a specified absolute tolerance for some region, a fine grid patch is added. The algorithm includes flexibility to use refinement criteria other than Richardson extrapolation, such as refining only where spatial gradients exceed some specified tolerance or where some physiological process known to invoke a fast time scale (such as the opening of the sodium channel that excites the cell) occurs.

Once a subset of cells on a given level has been identified as meeting the refinement criterion, the selected cells are formed into box-shaped grid patches at the next finest level. A buffer zone consisting of cells whose error estimates do not require them to be refined, but which are near a refined region, is added to prevent regions of high error from propagating outside the fine grids before regridding next takes place. The size of the buffer zone depends on the regridding frequency \( k_r \).

Finally, we emphasize that this AMRA scheme can be parallelized. Because grid patches are integrated independently, patches can be updated on separate processors with only limited communication needs to provide boundary conditions for fine grids. Berger showed for a 2D fluid calculation that running the code on four processors resulted in a speedup of 3.4 compared to a serial code, with an efficiency of about 85%, while Allard and Trangenstein found for an algorithm based on that of Berger and collaborators applied to a linear elasticity problem that a 32-processor distributed memory machine (the Cray T3E) yielded a factor of 28 speedup. We expect that our AMRA code can achieve a similar speedup for cardiac applications.

**B. Time integration method**

The AMRA can use a variety of explicit time integration methods. Consideration of the dynamics exhibited by the LR1 model suggests that explicit methods may be acceptable for strongly excitable media like cardiac tissue because small time steps are required to resolve the temporal gradients. The fastest time scale associated with the LR1 model is the opening of the sodium channels, which requires approximately 0.3 ms to increase the fraction of open sodium channels from 10% to 90%. A reasonable temporal resolution would require about ten data points to resolve this change and therefore would need a time step of about 0.03 ms. Some researchers recommend ensuring that the change in potential \( \Delta V \) from one time step to the next is no greater than 1 mV, which implies that over a change from \( -80 \) mV to \( 20 \) mV, at least 100 time steps should be taken. Since the 100 mV change takes place in roughly 1 ms, \( \Delta t \) can be no larger than 0.01 ms to keep \( \Delta V < 1 \) mV during the upstroke. Time steps on the order of 0.01–0.03 ms are stable for the forward Euler (FE) scheme at the spatial resolutions needed to use the LR1 model without numerical artifacts causing propagation to cease (100–200 \( \mu \)m), suggesting that methods that allow larger time steps are not necessary during the upstroke.

Using FE to solve Eqs. (1)–(3) showed that for values of \( \Delta x > 25 \mu m \), the size of the maximum stable time step no longer varied with \( \Delta x \) but remained constant. The source of this constant restriction on the time step size was not the diffusion portion of Eq. (1), but rather came from the coupled ordinary differential equations. As noted in Ref. 45, Eq. (2) can be solved analytically at each time step if \( V \) is treated as a constant potential. We solved Eq. (2) using a semi-implicit backward Euler (BE) method, which gave results indistinguishable from those obtained using the analytical scheme. Equation (3) cannot be solved analytically for a fixed potential and instead was solved by using the old values of the potential \( V \) and the gating variables \( m \) to calculate values used to update \( [Ca^{2+}]_i \), then using BE to integrate in time: \( [Ca^{2+}]_i^{n+1} = [Ca^{2+}]_i^n + \Delta t g(V^n, m^n, [Ca^{2+}]_i^n) \), where \( g(V, m, [Ca^{2+}]_i) \) is given in Ref. 13. When Eqs. (2) and (3) were integrated using a semi-implicit BE method with the current value of the potential \( V \), and when the diffusion term was solved using the explicit FE method, the maximum stable time step was 1–2 orders of magnitude larger than what a FE scheme by itself would allow for spatial resolutions of 100–500 \( \mu m \) and resumed the expected dependence on spatial resolution. When incorporated into the AMRA, the integration schemes described yielded greater computational savings at coarser resolutions than the purely explicit FE method while retaining desired accuracy at fine levels.
Finally, we note that numerical stability issues applied to the AMRA as expected for parabolic partial differential equations. For each level of resolution $l$, the stability criterion for an explicit method $\Delta t < c \Delta x_l^2$ must be met for a level-independent constant $c$. When compared to a uniform mesh, stability constraints were neither appreciably tightened nor appreciably relaxed. We conclude that the AMRA imposed no new stability constraints for explicit methods.

C. Use of a lookup table

An additional reduction in computational effort by a factor of four to five was obtained by using a lookup table\textsuperscript{48} to avoid repeated evaluations of exponentials when integrating the gating variables. Specifically, quantities that depended only on the potential $V$ and that involved at least one exponentiation were calculated and stored over a range of potentials, from $-120$ mV to $70$ mV. When these values were needed, linear interpolation from the two nearest table entries was used, in $0.05$ mV increments. In simulating a full action potential at spatial resolution $\Delta x = 125$ $\mu$m with $\Delta t = 0.002$ ms, use of the lookup table produced a relative error of $<1\%$ compared to the solution found with no lookup table. Along with a comparison of the action potential shapes, the conduction velocities and action potential durations (APDs) found with the table resolution set to $0.1$ mV, $0.05$ mV, and $0.01$ mV were compared with the same quantities obtained without using the lookup table. Since the velocities and APDs agreed in all cases to two decimal places, we concluded that the table resolution was not a significant source of inaccuracy.

IV. RESULTS

This section summarizes results obtained by applying the AMRA to the LR1 and the FHN models. Because details showing the accuracy and efficiency of the AMRA in 1D and 2D homogeneous isotropic domains were presented in Ref. 12, we do not reproduce them here. Instead, we focus on domains with anisotropy or inhomogeneities. We demonstrate how the AMRA can resolve 2D anisotropic domains with waves initiated by a point stimulus and analyze what spatial resolution is needed to ensure comparable wave speeds and shapes when fibers are aligned with the computational grid or at nonzero angles relative to it. Next, we show how the AMRA effectively responds to the presence of an inhomogeneous region in the tissue. Then we analyze the accuracy of the AMRA in 2D and 3D anisotropic domains by tracking spiral tips and filaments for the FHN model, whose dynamics are known in various parameter regimes. Finally, we discuss the AMRA’s efficiency for a single propagating pulse in 3D LR1 domains with rotational anisotropy and extrapolate the performance to larger domains with more complex dynamics.

A. Anisotropy in a 2D medium

The human heart is a strongly anisotropic medium, with conductivities in the longitudinal and transverse directions differing by roughly a factor of 4–10. These different conductivities lead to differences in both the wave speed and the front width depending on the local direction of propagation. In strongly anisotropic domains, achieving an adequate spatial resolution is important to prevent distortion of the wavefronts during propagation. Such distortions can alter the ratio of longitudinal to transverse conduction velocity and change the shapes of the trajectories of individual points in the $V – \partial V / \partial t$ phase space.

Figure 2 shows some of the effects that can result when $\Delta x$ and $\Delta t$ are not fully resolved. In this example, a $2$ cm$\times$ $2$ cm domain was stimulated in a small square region in the center of the tissue to initiate propagating waves. Parameters for the LR1 model are as given in Sec. II and the anisotropy ratio is 10:1. Panels (a) and (b) illustrate the shape of the propagating wave after 15 ms using different resolutions. Both use $125$ $\mu$m and $0.02$ ms as the coarsest spatial and temporal resolutions, but panel (b) uses the AMRA to add two additional levels of mesh as needed, down to finest resolutions of $31.25$ $\mu$m and $0.00125$ ms (factors of 4 and 16 smaller, respectively). As seen in the figure, not only are the conduction velocities along and across fibers faster at higher resolutions, leading to a larger elliptical front, but the ratio of longitudinal to transverse velocity changes as well, altering the overall shape of the front. When the coarser resolutions are used, the front is longer relative to its width than when the finer resolution is used. Figure 2(c) illustrates the AMRA’s grid hierarchy corresponding to panel (b) [panel (a) uses a uniform mesh], with intermediate-resolution grid patches shown in yellow and overlaid by high-resolution patches shown in green. It should be noted that the process by which grids are formed does not preserve symmetries, so the grid structure can develop asymmetries even when the underlying dynamics is symmetric.

Figures 2(d) and 2(e) show the time rate of change in the potential $\partial V / \partial t$ as a function of the potential $V$ for two locations in space, one to the left of the stimulus site and affected mostly by longitudinal propagation (circles), and the other below the stimulation site and affected mostly by transverse propagation (squares). At adequate resolution, both plots should be qualitatively similar. At the coarser resolution, shown in panel (d), the trace showing transverse propagation has a pronounced hump during the early part of the upstroke and an overshoot at the end of the upstroke compared to the longitudinal trace. At finer resolution, these effects disappear and better agreement is obtained, as shown in Fig. 2(e).

One way to reduce the numerical artifacts associated with coarser spatial resolutions on Cartesian grids is to use the AMRA as easily as with a uniform grid. However, this strategy would be useful only for 2D or 3D domains with fibers oriented along the x- or y-axes.

When fibers in strongly anisotropic media are oriented at a nonzero angle relative to the x-axis, discretization errors distort the propagating waves on Cartesian grids unless sufficiently high spatial resolution is used. This effect is similar to what has been shown for fibers aligned to the computational grid, except that the distortions depend on the fiber...
angle. Both the shape of the front and the conduction velocities along and across fibers are affected. Using the AMRA, it is straightforward to add additional levels of resolution in order to determine the resolution needed to achieve a desired small variation in the conduction velocities along and across fibers for various fiber angles.

We examined the effect of spatial resolution and fiber angle on the longitudinal and transverse conduction velocities for the LR1 model using parameters as described above in Sec. II with the same anisotropy ratio of 10:1. Figure 3 shows isochrones spaced every 5 ms for 20 ms using angles of 0° and 45° for finest spatial resolutions of 125 μm, 62.5 μm, and 31.25 μm. To allow easier comparison between the 0° and 45° results, the isochrones obtained using fiber angles of 45° were rotated −45° in the figure. The isochrones illustrate the decreasing angle dependence of the shape and speed of the front as the resolution decreases. To obtain less than 10% variation in both the longitudinal and the transverse conduction velocities at fiber angles of 0° and 45°, a spatial resolution of roughly 25 μm must be used, or 50 μm for <25% variation. While reducing the angle dependence may not be necessary for all calculations, there may be some cases where it can affect results. For instance, in 3D calculations with rotational anisotropy, where the fiber angle rotates slowly with depth, it may be important to reduce the angle dependence by using fine spatial resolution when analyzing interactions among several fronts. The angle dependence decreases for smaller anisotropy ratios. In addition, models with upstrokes that are not as sharp as the LR1 upstroke do not require as high resolution to avoid the angle dependence. For example, the Fenton–Karma model \(^9\) with modified LR1 kinetics can achieve <10% variation with angle in both longitudinal and transverse conduction velocities at a spatial resolution of roughly 55 μm, or <25% at 100 μm, about twice as coarse as needed for comparable agreement using the LR1 model.

B. Inhomogeneities in a 2D medium

In Ref. 12, only homogeneous domains were considered. However, cardiac tissue contains inhomogeneities inherent to its structure, such as varying fiber directions and cell-to-cell
stimulus had been introduced just 6 ms earlier, while the
conductive region. The conductivities in the inhomogeneous domain. At time 986 ms, the new stimulus was propagating around but not through the refractory area, which caused the front to split into the two parts shown. In the corresponding grid structure, the refined regions from the refractory area and from the propagating front had merged into a heart-shaped area. Since the refractory region was small and the medium highly excitatory, the front reformed on the other side of the inhomogeneity, as illustrated at $t = 998$ ms. At time $t = 1030$ ms, the front had completely passed the inhomogeneous region and had left behind an area that was not excited by the most recent stimulus, because the refractory region had not recovered enough to be re-excited. At this time and later at $t = 1056$ ms, an area in the middle of the domain remained refined due to the spatial gradients there.

Another stimulus was applied at $t = 1080$ ms, and because the domain was quiescent near the stimulus site, propagation began, as shown at time $t = 1094$ ms. However, the wave was blocked because the rest of the medium was refractory. While the exterior portion of the domain recovered, as shown at time $t = 1146$ ms, the central region remained excited from the blocked stimulus, and the corresponding grid structure reflects the spatial gradients that were still present in the center of the domain even after the wave back had passed through nearly all the rest of the medium. At time $t = 1197$ ms, just 3 ms before the next stimulus was applied, the medium remained refractory in the middle of the domain, with refinement persisting in the areas with spatial gradients, similar to the plot shown at $t = 966$ ms.

To summarize, the AMRA does not treat inhomogeneous domains in an intrinsically different manner than it treats the homogeneous domains. Wavefronts and backs still trigger refinement. However, in an inhomogeneous region, propagation may be blocked while most of the medium recovers from a wave that propagated successfully. This type of dynamics gives rise to sharp spatial gradients that trigger refinement in areas that may be distant from the wavefronts and backs.

C. Accuracy

Having shown that the AMRA is capable of handling anisotropy and inhomogeneities, we next analyze its accuracy. In Ref. 12, we established that the action potential shape, APD, and conduction velocity found using the AMRA agreed with comparable uniform mesh values to within 1%, except at the peak of the action potential, where the relative error was roughly 6%. Here, we use measures of accuracy applicable to 2D and 3D domains to establish that no inaccuracies are incurred when using the AMRA in higher spatial dimensions. To quantify the accuracy of the AMRA code in 2D and 3D media, spiral tip and filament trajectories were analyzed. We used the FHN model rather than the LR1 model, since spirals generally are unstable in LR1 and the dependence of their trajectories on the LR1 model parameters in electrophysiological properties. Diseased tissue may contain additional inhomogeneities due to conditions like ischemia or infarction. It is important for the AMRA to treat inhomogeneous regions appropriately. In the presence of anisotropy, regions of high error cause refinement only along the wavefront and sometimes along the wave back, depending on the model used and the accuracy required. When the domain no longer is homogeneous, the refinement may last longer in the inhomogeneous tissue if a front lingers there longer due to prolonged APD or to slower conductivity. However, inhomogeneities may cause conduction block, and in that case refinement should be triggered even in the absence of a wavefront or back due to the spatial gradients in voltage.

We tested how the AMRA refined a domain with an inhomogeneity in membrane parameters that led to propagation block. The domain was $3 \text{ cm} \times 3 \text{ cm}$ with a $1 \text{ cm} \times 0.1 \text{ cm}$ inhomogeneity located in the center. Inside and outside the inhomogeneous region, the calcium conductor $g_{Ca}$ was set to 0.075 mS/µF and 0.045 mS/µF, respectively, causing prolongation of the APD in the inhomogeneous region. The conductivities in the $x$- and $y$-directions were set to 2 mS/cm and 0.5 mS/cm, giving an anisotropy ratio of 4:1. The medium was paced every 120 ms from a 0.05 cm square site in front of the inhomogeneous region. Stimuli were unable to propagate through the inhomogeneous tissue when it was still refractory and thus an obstacle to conduction could be created.

Figure 4 shows a series of representative snapshots of the membrane potential and the corresponding grid structure for the inhomogeneous domain. At time $t = 966$ ms, a new stimulus had been introduced just 6 ms earlier, while the center of the medium was still recovering from a blocked stimulus initiated at time $t = 840$ ms. Because of the large spatial gradient, much of the inhomogeneous region was still refined although no wave front or back was present in that area. At time 986 ms, the new stimulus was propagating around but not through the refractory area, which caused the front to split into the two parts shown. In the corresponding grid structure, the refined regions from the refractory area and from the propagating front had merged into a heart-shaped area. Since the refractory region was small and the medium highly excitatory, the front reformed on the other side of the inhomogeneity, as illustrated at $t = 998$ ms. At time $t = 1030$ ms, the front had completely passed the inhomogeneous region and had left behind an area that was not excited by the most recent stimulus, because the refractory region had not recovered enough to be re-excited. At this time and later at $t = 1056$ ms, an area in the middle of the domain remained refined due to the spatial gradients there.

Another stimulus was applied at $t = 1080$ ms, and because the domain was quiescent near the stimulus site, propagation began, as shown at time $t = 1094$ ms. However, the wave was blocked because the rest of the medium was refractory. While the exterior portion of the domain recovered, as shown at time $t = 1146$ ms, the central region remained excited from the blocked stimulus, and the corresponding grid structure reflects the spatial gradients that were still present in the center of the domain even after the wave back had passed through nearly all the rest of the medium. At time $t = 1197$ ms, just 3 ms before the next stimulus was applied, the medium remained refractory in the middle of the domain, with refinement persisting in the areas with spatial gradients, similar to the plot shown at $t = 966$ ms.

To summarize, the AMRA does not treat inhomogeneous domains in an intrinsically different manner than it treats the homogeneous domains. Wavefronts and backs still trigger refinement. However, in an inhomogeneous region, propagation may be blocked while most of the medium recovers from a wave that propagated successfully. This type of dynamics gives rise to sharp spatial gradients that trigger refinement in areas that may be distant from the wavefronts and backs.
eters has not been studied as thoroughly. Model parameters were set as discussed in Sec. II, producing a spiral tip which in an isotropic domain traced out a three-petal flower pattern that rotated slowly over time. The petals were stretched somewhat in the presence of anisotropy of strength comparable to what is seen in cardiac tissue (we used a ratio of 5:1) compared to the isotropic pattern.

In 2D, the tip trajectory traced by the AMRA code with three levels, from $\Delta x = 0.25$ to $\Delta x = 0.0625$ in space and from $\Delta t = 0.01$ to $\Delta t = 0.000625$ in time, was compared with that traced by a uniform mesh code using the finest spatial and temporal resolution, $\Delta x = 0.0625$, $\Delta t = 0.000625$ in a square domain with a side length of 30 spatial units. The location of each tip was identified by finding the intersection...
false tips were identified. Found with images of the solution, it was determined that no
using linear interpolation. By comparing the tip locations intersected, and the location of the spiral tip was calculated
coarse grid was swept to find squares where the contours
of the \( u = 0.5 \) and \( \partial_t u = 0 \) contours every 0.4 time units to
identify points with zero normal velocity. Specifically, the
coarse grid was swept to find squares where the contours intersected, and the location of the spiral tip was calculated using linear interpolation. By comparing the tip locations found with images of the solution, it was determined that no false tips were identified.

Figure 5(a) illustrates the trajectories produced by both the uniform mesh (filled circles) and the AMRA (line) codes after about ten rotations. The two trajectories are nearly identical. Figure 5(b) shows the corresponding difference of the AMRA tip position compared to the uniform mesh tip position over the entire time integrated. After the first few rotations, the difference appears to grow linearly over time, which is consistent with the error being caused by a slight phase difference. Over ten rotations, the average difference in tip location is approximately 0.002 spatial units, with the maximum value less than 0.01 spatial units, or roughly 0.03% of the length of one side of the square domain and still much less than the fine spatial resolution \( \Delta x \). These data indicate that the AMRA is not a significant source of error in the tracing of spiral tips in our 2D anisotropic FHN medium.

In 3D, we combined rotational anisotropy with the parameters already used in 2D. This produced a stack of spiral waves whose tips formed a filament stretching between the \( z = 0 \) and \( z = L_z \) planes. As the spirals meandered within the planes, the filaments bent and twisted. The system was 30 spatial units in the \( x \)- and \( y \)-directions and 6 spatial units thick, which was not enough to give rise to transmural filament breakup. The uniform grid used resolutions of \( \Delta x = 0.25 \) and \( \Delta t = 0.01 \), while the adaptive calculation used these same values at the third and highest level of resolution and values of \( \Delta x = 1 \) and \( \Delta x = 0.16 \) at the coarsest level. To avoid large jumps in the fiber orientation from one \( x-y \) plane to the next, we used a rotation rate of 3° per fine \( \Delta x \), for a total of 72° from the top to the bottom surface. Filaments were found by the same method used for identifying spiral tips in 2D, by looking at the intersection of the \( u = 0.5 \) and \( \partial_t u = 0 \) contours, in this case at every fine time step. The same code was used as for the 2D tip identification, with sweeps over the \( x-y \), \( x-z \), and \( y-z \) planes.

Figure 6 illustrates the filament projections in the \( x-z \), \( y-z \), and \( x-y \) planes after 140 time units, or approximately 12 rotations of the scroll wave. Data from the uniform mesh and AMRA calculations are shown as circles and lines, respectively. In all planes, the filaments are nearly identical, and the difference in the filament projections in all cases is less than the fine spatial resolution \( \Delta x \). We conclude that the use of the AMRA does not contribute a significant error to the tracking of filaments in this parameter regime for the FHN model.

D. Efficiency in a 3D medium

Having demonstrated the accuracy and utility of the AMRA in 2D and 3D, we next quantify its efficiency in 3D using the LR1 model. To test the efficiency of the AMRA for a 3D tissue slab at the same spatial and temporal resolutions required to achieve <25% variation in longitudinal and

Fig. 5. (a) Very good agreement is obtained for the spiral tip trajectories produced for the FHN model using the AMRA (filled circles) and a uniform mesh at the finest space–time resolution of the AMRA (line). This is the final flower produced after about ten rotations. Parameter values are given in the text. The \( x \)-axis has been scaled differently than the \( y \)-axis to clarify the shape of the flower. (b) Difference in the spiral tip trajectory produced for the FHN model by the AMRA compared to the trajectory produced by a uniform mesh at the finest space–time resolution of the AMRA. About ten rotations have occurred during the time plotted. The error grows quickly as the spiral initially forms and then grows more slowly over the remainder of the time, but after ten rotations the maximum difference is less than 0.01 spatial units, which is less than the fine spatial resolution \( \Delta x \). Parameter values are given in the text.

Fig. 6. Comparison of a filament in the FHN model using the AMRA (lines) and a uniform grid at the finest space–time resolution of the AMRA (circles) after 140 time units, or about 12 rotations of the scroll wave. The filaments are compared by depicting their projections in the \( x-z \), \( y-z \), and \( x-y \) planes. The difference in all three projections never exceeds the fine spatial resolution. Parameter values are given in the text.
transverse conduction velocities for the 2D case already described (using three levels of refinement: \( \Delta x = 400 \mu m, \Delta t = 0.2 \text{ ms} \); \( \Delta x = 100 \mu m, \Delta t = 0.0125 \text{ ms} \); and \( \Delta x = 50 \mu m, \Delta t = 0.003125 \text{ ms} \)), a single front was initiated in a cube centered in the epicardium of a domain measuring 1.6 cm \( \times \) 1.6 cm \( \times \) 0.64 cm. Figure 7 shows four 2D slices of the 3D tissue from epicardium to endocardium to illustrate the dynamics within the thickness, along with the corresponding grid hierarchies used on each slice. The front spread throughout the domain and the simulation lasted until the entire medium was again quiescent, 260 ms in all. The AMRA used the finest level of resolution only when the front was present in the domain, which allowed coarser spatial and temporal resolution to be used during the much longer refractory period. This local and dynamic adaptivity led to a substantial computational savings: while 84% of the total number of function evaluations were performed for the finest resolution, on average the finest resolution covered <2% of the physical domain. Overall, the AMRA required a factor of 50 less computational time and a factor of 30 less memory on average than a comparable calculation on a uniform space–time mesh using the finest AMRA resolution. The simulation was performed in about 12.8 h on a 750-MHz Alpha 264 processor with 2 GB of memory.

Although the AMRA substantially reduces the resources required, a simulation of more complex dynamics using the LR1 model at this spatial and temporal resolution is still beyond our group’s current computational resources. However, we can extrapolate the algorithm’s performance to domains with more complex dynamics. In a 2D domain with a single propagating pulse, we found a speedup of about a factor of 20 and an average savings in memory of a factor of 10. With multiple spiral waves, we found a speedup of a factor of 5 with a comparable reduction in memory. In moving to a domain with more complex dynamics in 2D, then, the speedup was reduced by a factor of 4 and the memory savings by a factor of 2. If the same scaling holds for regimes with more complex dynamics in 3D, we can expect a speedup of about a factor of 12 and a reduction in required memory of about a factor of 15 for the LR1 model.

V. DISCUSSION AND CONCLUSIONS

In this paper, we have discussed new features, new applications, and new capabilities of a space–time adaptive method recently introduced for simulations of cardiac tissue and other excitable media. We have shown the AMRA’s ability to simulate inhomogeneous and strongly anisotropic domains using the LR1 model. Using the AMRA has no significant effect on solution accuracy, as quantified by comparing spiral wave tips and filament locations in the FHN model found using the AMRA with those found using a uniform space–time mesh at the finest resolution of the AMRA calculations. For a single propagating pulse in a 3D slab of cardiac tissue using the LR1 model and incorporating rotational anisotropy with high spatial resolution to minimize angle dependence, we have demonstrated that our AMRA reduces the computational time and memory requirements necessary for a comparable calculation on a uniform space–time mesh by factors of 50 and 30, respectively. We emphasize that the AMRA does not require the use of simpler models or special integration schemes. Moreover, the algorithm can be parallelized straightforwardly, which will facilitate calculations on larger domains for longer times, particularly for 3D calculations.

Using the AMRA can provide a variety of advances in addition to reductions in time and memory requirements. For instance, it can allow more complex ionic models to be used in place of simpler ones, either to perform a series of simulations or to compare results across models, without altering the runtime significantly. Similarly, it can allow the use of higher spatial and temporal resolution to reduce the angle...
models are 50
ing that the effective spatial and temporal resolutions for the memory of a factor of 15 on average and a speedup of a domain with complex dynamics will result in a savings in known efficiencies of the AMRA in 2D and 3D domains with the question being studied. Investigations of the onset of calcium processes and possibly more complex error small for most models more complex than LR1. However, it is important to note that the usefulness of the AMRA depends on the question being studied. Investigations of the onset of fibrillation, which would involve fewer waves, likely would benefit more from use of the AMRA than studies of fully developed fibrillation.

Along with parallelization, there are several other ways to enhance the capabilities of codes using the AMRA. One particularly important extension to develop and implement is the capability to represent curved physical boundaries within the Cartesian meshes of the AMRA. Recently, Calhoun and LeVeque introduced a technique to represent irregular boundaries for a 2D adaptive method (which should generalize to 3D) on Berger’s original algorithm. Their method uses a capacity function to identify what fraction of the area of a boundary cell is contained in the computational domain and from this information varies the treatment of the boundary cell. Another technique that has been used for uniform grids is the phase field method, which originally was developed to follow advancing fronts in solidification where boundaries are continually changing, and which has been extended to model stationary curved boundaries such as those found on the surfaces of the heart. In this formulation, an additional matrix describing the structure is set up to describe a given geometry, with values of 1 representing points in the domain and values of 0 representing points outside the domain. A phase field is generated by assigning intermediate values along the edge of the domain to smooth the transition from 1’s to 0’s. Neumann boundary conditions are imposed correctly provided that algorithmic parameters governing the width of the phase field and the values for intermediate points are set to appropriate values for the problem. We anticipate that the phase field method will work within the AMRA framework by generating phase field matrices for all spatial resolutions before starting the calculation and using the correct matrices on the corresponding grid levels.

The algorithm also could be made more efficient by incorporating known information about the dynamics into the regridding algorithm. Because regridding does not occur every step, fine patches currently are slightly enlarged in all directions to allow propagating fronts to remain refined until regridding next occurs. However, the fronts represented on these fine patches can propagate only into neighboring quiescent regions. Using this knowledge, a front-prediction scheme could be developed that would enlarge fine patches only in the directions in which propagation can occur, thereby limiting the portion of the domain resolved to finer levels. In addition, the use of refinement criteria specific to cardiac models and computationally less expensive than Richardson extrapolation, such as refining in portions of the grid where the sodium channel is opening, also could be beneficial.

With parallelization, curved boundaries, and front-prediction added, AMRA-based codes will provide extremely powerful tools for understanding and eventually treating cardiac arrhythmias.
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